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1. Mecto pucyuninHsbl B cTpyktype OITIOII

HOuctunza 51.0.13 Teopust BepoTHOCTeH ¥ MaTeMaTH4ecKasi CTaTUCTUKA OTHOCHUTCS K 00s13aTe/TbHOM

yacTy obpa3oBaTeIbHON ITPOrpaMMBl.

2. IInanupyembie pe3y/ibTaThl O0yYeHHsI MO JAUCIUIUIMHE, COOTHECEHHbI€ C TUIAHUPYEMBIMH
pe3y/ibTaTaMi OCBOeHUsI 00pa3oBaTe/bHON MpPorpaMmbl (KOMIETeHHMAMH M HWH/UKATOPaMH
AOCTYDKeHHsI KOMITeTeHI[Ui)

dopmMmupyeMble
KOMIIeTeHI{UH
(xof, copmep>kaHue

IInaHupyemMble pe3y/abTaThl 00yUeHNs 10 JUCIUIIHHE

(Mopymo), B

CO0TBETCTBUH C

HHAUKATOPpOM

JAOCTH)XKEeHHUA KOMIIeTeHIL{UH

HaumMeHOBaHHeE OL|eHOYHOT'0 CPeJCTBa

nouck, Kpumuueckuti
aHanu3 u CuHmes
UHopmayuu,
npumeHsimb
cucmemHblii Nno0xo0
ons

peweHus
nocmaeneHHbIX 3a0au

mpebyembiX OGHHbIX U
uH¢opmayuu, 2pamomHo
peanusyem npoyecchbl ux
cbopa, obpabomku u
uHmepnpemayuu

1) random variable

2) sample of values

3) probability distribution

4) sample (empirical)
distribution

5) numerical characteristics of a
random variable

6) sample numerical
characteristics of random
variables

7) statistical hypothesis

8) errors of the first and second
kind

9) point estimator of the
parameter

Be able to:

1) calculate probabilities of
events using the classical
definition of probability and
basic theorems about
probabilities

2) to find laws of distribution of
simple random variables

3) to find numerical
characteristics of random
variables according to their
distribution laws

4) construct sampling
distribution laws in the form of
sampling distribution functions
and histograms

5) to estimate numerical
characteristics and parameters
of typical distributions of

KOMTIETEHIIVN) Nupukarop poctwkeHusi | PesyabTarsl 00yueHust Jns Tekymiero | /ins
KOMIIeTeHI[UH MO JUCLHIIIHHE KOHTPOJIA NPOMEXKyTOUHOMI
(xopm, cofiepkaHue ycrneBaemMoCTH arTecTanuu
VHAWKATOpa)
YK-1: CnocobeH YK-1.1: Yemko onucbieaem YK-1.1: KonmponbHas
ocyujecme/isimb cocmaes u cmpykmypy Know the following concepts: paboma 3quém:

KoumposnbHble
80NpOCh!
3aoauu




random variables by sampling

To possess:

1) methods of building standard
theoretical models

2) meaningfully interpret the
obtained results

OIIK-5: CnocobeH OIIK-5.2: Ucnonbzyem
ucno/sb3o08amb Cco8peMeHHble
COBpeMeHHble
uH(opmayuoHHble
mexHon02UU U
npo2paMmHble

UHpOPMAYUOHHbIE
mexHo/102UU U NPO2PAMMHbLe
cpedcmea 051 peuieHust

cpedcmea npu npogeccuoHanbHbIx 3a0au

peuweHuu
npogeccuoHanbHbix
3aoau.

OIIK-5.2: KoumponbHas
Know modern software tools for | paboma

statistical analysis of data

Be able to interpret the results of
statistical analysis software tools

Know how to use software tools
for testing typical hypotheses

3auém:
KoumposnbHble
80NnpoCh!
3adauu

3. CTpyKTypa U cojepKaHHe AUCLUILIUHbI

3.1 TpyA0eMKOCTb AMCLUTL/IUHBI

ouyHasA
O01ias Tpy/J0eMKOCTBb, 3.e. 2
Yacos no yue0HOMY IJIaHY 72
B TOM UHC/Ie
ay/MTOPHBIE 3aHATHA (KOHTAKTHas1 padoTa):
- 3aHATHS JIEKI[HOHHOT0 THIIA 16
- 3aHATUS CEMHHAPCKOr0 TUMNA (MPaKTHYeCcKue 3aHATHS / TabopaTopHbIe PadoTh) 32
- KCP 1
caMocTosTe/IbHaA padora 23
ITpomexyTouyHas arTecTanusa 0
3auér

3.2. Cogep;xaHue JUCHUIIMHDI

(cmpykmypupogaHHoe no memam (paszoenam) C YKa3aHuem OmMBeO0eHHO020 HA HUX Koauuecmeda

akademMuyecKux uacoe u 8uobl yueOHbIx 3aHsamull)

HaunmeHoBaHue pa3zaesioB ¥ TeM JUCLIHUITTIMHBL

Bcero B TOM UHCJIe
(uacer) K
oHTakTHasi paboTta (paborta Bo CamocrosTenpHas
B3aUMO/IeHICTBUY C TIperio/iaBaTesneM), 4achl pabora
13 HUX obyuatorerocs,
3aHATus 3aHsTHS Bcero Hacet
JIeKLJAOHHOTO | CeMHUHapCKOro
THIA THTA
(npaxkTrUveckue




3aHATHs/1abopa
TOPHbBIE
paboThl), Uackl

0 0 o) 0 o)

o) o ¢ o ¢

0 0 0 0 0
Topic 1: Conditions of application of probability theory. Basic concepts of 5 1 ” 3 ?
probability theory: sample spaces, events, probability
Topic 2: Random variables and ways of specifying their probability

e 9 2 4 6 3
distributions
Topic 3: Probability distributions encountered in socio-economic applications 9 2 4 6 3
Topic 4: Probability distribution of a function of several random variables 9 2 4 6 3
Topic 5: Chebyshev's inequality. The law of large numbers and its 9 9 4 6 3
consequences
Topic 6: The fundamental role of the Gaussian (normal) law of probability
o o 9 2 4 6 3

distribution. Central limit theorems
Topic 7: Markov chains in modeling socio-economic processes 7 2 4 6 1
Topic 8: Statistical estimation and hypothesis testing 8 2 4 6 2
Topic 9: Statistical methods of experimental data processing 6 1 2 3 3
Arrecrarus 0
KCP 1 1
Uroro 72 16 32 49 23

Contents of sections and topics of the discipline

Topic 1. Conditions of application of probability theory. Basic concepts of probability theory: sample spaces,
events, probability. Operations on events. Basic formulas of probability calculus. Relationship between
frequency and probability. Conditional probability. Multiplication theorems and the formula for total
probability.

Topic 2. Random variables and methods of specifying their probability distributions. Continuous probability
distributions, distribution density. Mathematical expectation, variance and their properties. Joint distribution and
independence of random variables.

Topic 3. Probability distributions encountered in socio-economic applications. Discrete uniform, binomial,
geometric, Poisson distributions. Continuous uniform, exponential, Pareto, normal distributions

Topic 4. Probability distribution of a function of several random variables. Distribution of the sum of random
variables, partial distributions, examples of the chi-square distribution and lognormal distribution, t-distribution
and F-distribution.

Topic 5. Chebyshev inequality. Law of large numbers and its consequences. Application of the law of large
numbers to the problem of estimating the probability of an event. Sample moments of a random variable. Limit
property of a sample quantile.

Topic 6. Fundamental role of the Gaussian (normal) probability distribution law. Central limit theorems.
Practical techniques for working with normal distribution. Local and integral theorems of Moivre-Laplace.
Asymptotic normality of moment estimates.

Topic 7. Markov chains in modeling socio-economic processes. Markov property, transition probability
matrices, Kolmogorov-Chapman equations. Stationary distribution. Law of large numbers for a finite Markov
chain. Markov chain with incomes. Recurrence relations for expected income in n steps

Topic 8. Statistical estimation and hypothesis testing. Sample numerical characteristics and frequency
distribution. Fitting distributions using the method of moments. Maximum likelihood method. Pearson's chi-
square goodness-of-fit test.

Topic 9. Statistical methods for processing experimental data. Linear regression, Gauss-Markov model. One-
way analysis of variance. Testing the independence of features in a contingency table



4. YueOHO-MeTOAMUYEeCKOe 00ecrieyeHre CaMOCTOSITe/TbHOW Pad0ThI 00yJarouXCs

CamocrosiTenbHasi paboTta oOyuarouuxcsi BK/IOUaeT B cebsi MOATOTOBKY K KOHTPOJIBHBIM BOIIPOCAM U
3a/laHUSIM JI7Is1 TEKYIlero KOHTPOJIsi M TIPOMEXKYTOUHOM aTTeCTaldd M0 WUTOTaM OCBOEHHS JTUCLIATUIMHBI
MIPUBEJEeHHBIM B II. 5.

During their independent independent work, students familiarize themselves with theoretical material
from textbooks and monographs specified in the list of recommended literature, solve problems,
answer questions for self-check. Independent work can be done in the library reading rooms or at
home. At the end of the course there is a test.

Control questions and tasks for the current control and interim certification of the discipline are given
in paragraph 5.2.

5. Assessment tools for ongoing monitoring of learning progress and interim certification in the
discipline (module)

5.1 Model assignments required for assessment of learning outcomes during the ongoing
monitoring of learning progress with the criteria for their assessment:

5.1.1 Model assignments (assessment tool - Control work) to assess the development of the
competency YK-1:

1. A random event is

a) one of the possible results of an experiment
b) one of the conditions of an experiment

c) a number between zero one one

d) any real number

2. What is the probability distribution for the number of points in one dice roll:

a) binomial

b) normal

c) discrete uniform

d) continuous uniform

5.1.2 Model assignments (assessment tool - Control work) to assess the development of the

competency OIIK-5:

1. Given a sample in the cells A1:A10, what Spreadsheets (Excel, Google Spreadsheets etc) function does
compute the sample mean:

a) =MEAN(A1,A10)

b) =AVERAGE(A1:A10)

c) =AVERAGE(A1,A10)

d) =EXPECTED(A1,A10)

2. Given a sample in the cells A1:A10, what Spreadsheets (Excel, Google Spreadsheets etc) function does
compute the unbiased estimate for the unknown variance:

a) =VAR(A1,A10)

b) =VARP(A1:A10)

¢) =VAR(A1,A10)

d) =DISP(A1,A10)

Assessment criteria (assessment tool — Control work)



Grade

Assessment criteria

pass

level of at least “satisfactory”

All competences (parts of competences), which the discipline is aimed at forming, are formed at the

fail

At least one competence is formed at the level of “unsatisfactory” or “poor”

5.2. Description of scales for assessing learning outcomes in the discipline during interim

certification
IIIkana OIl€HMBAaHUA C(l)OpMI/IPOBaHHOCTI/I KOMIIEeTeHIIUHN
YpoBen
b
chopmu Hey/I0BJIETBOP | Y/AOBJIETBO 04YeHb
IJI0X0 X0pPOIIo OT/IMYHO TIPEBOCX0/{HO
POBaHH HUTe/ILHO PHTe/ILHO XOpOI11I0
oCTH
KoMIer
eHIUI
(uHpUK
aropa
AOCTHXK He 3aUTeHO 3a4TeHO
eHus
KoMIer
eHIHii)
YpoBeHb
OTtcyTcTBUE YpoBeHb PoBe
o o 3HaHUI B
3HaHWUU MuHuManeH | 3HaHUU B oGBeMe YpoBeHb
TeOPeTHUUeCKOro o} obneme, i 3HaHWM B
YpoBeHb COOTBETCTBY YpoBeHb
Marepua’a. o JIOMYCTUMBI | COOTBETCTBY obneme, o
3HaHUM HIDKe o I0I1leM 3HaHUi B
HeBo3MO0>XHOCTB i ypOBeHb Io11eM COOTBETCTB
MHHUMa/bHBIX o rporpaMme obneme,
3HaHUA | OLIEHWUTb MOJHOTY o 3HaHUM. rporpaMme yiolieM
N TpeboBaHMH. TOATOTOBKH TIpeBbILIAOIIe
3HaHUI [JonylieHo MOATOTOBKU rporpamMmMe
Vmenu mecto . DomyirieHo M IIpOrpaMMy
BC/Ie/ICTBUE MHOTO . Jomny1ieHo TIOATOTOBK
rpy0ble omMOKH HeCKOJIbKO MOATOTOBKH.
OTKasa HerpyobIx HECKOJIbKO u. Ommbok
HecyllecTBe
obyuaroierocs ot OIIM60K HerpyobIx HHEX HeT.
OTBeTa OIIM60K
OLIMO0K
IIponemoHc
TPHPOBaHbI
IIpogemoHc PHp
IIpogemoHc | Bce
IIpojgemMoHC | TpUpOBaHbI
TPUPOBaHbI | OCHOBHBIE
TPUpPOBaHbI | BCe
BCE YMEHUSI. IMpogemoHCTp
OCHOBHBI® OCHOBHBI®
OrcyTcTBHE OCHOBHbIe PeteHb! MpOBaHbI BCe
ITpu perennu YMeHUSI. YMeHUSI.
MHHUMa/bHbIX yYMeHUsI. BCE OCHOBHbIe
N CTaH/JapTHBIX PereHs! PerieHs! Bce
YMeHHI. PeliieHsl Bce | OCHOBHbIE yMeHUsI.
3aa4 He THITOBBIE OCHOBHBIE
HeBo3Mo>xHOCTB OCHOBHbIE 3a/lauu C Periens! Bce
TIPOJ,EMOHCTPUP | 3afaud C 3a7auu C
OL|eHUTh Ha/lnume 3ajiaunl. OTZIeNbHBIM | OCHOBHBIE
Ymenus o OBaHbI HerpyObIMU | HerpyObIMU
YMeHHUH BeimonHeHs! | U 3a71aunl.
OCHOBHbIE ommbKamMu. | OLIMOKamu.
BC/Ie/ICTBUE BCe 33/laHHsl | HecyllecTB | BrimosHeHbI
ymeHus1. Umenu | BeinosnHeHsl | BbimonHeHsl
OTKasa B TI0JTHOM €HHBIMU BCe 3a/laHus, B
MecTo rpy0Obie BCE BCe 3a/laHust
obyuatoiierocs ot obbeMe, HO | HejOUeTaM | IIOJHOM
ommoKH 3afaHus, HO | B IIOJTHOM
oTBeTa HEKOTOpbIe u, oObeme Ge3
He B o6beme, HO
d BBITOJTHEH HeJ|0YeToB
TIOJTHOM HEeKOTopble
HeJjoueTaMH | bI BCe
obbeme o
3a/laHyis B
HeJj0ueTaMu
TI0JTHOM
obbeme
HaBbiku | OtcyTrcTBUHe [1pu peleHuu Nwmeetcsa IIpogemonc | IIpogemonc | Ilposemonc | IlposemoHCTp
6a30BbIX CTaH/JapTHBIX MHHUManbH | TPUPOBaHbl | TPUPOBaHbl | TPUPOBaHbl | MPOBaH
HaBBIKOB. 3azay He bl Habop 6a3oBbie 6a3oBbie HaBBIKU TBOPYECKUI
HeB03MO>KHOCTB TIPOJIEMOHCTPUD | HaBBIKOB HaBBIKU IIPU | HABBIKW IIPY | TIPH TIOAXOZA K
OL|eHUTb Ha/lMuhe | OBaHbI Oa3oBble | A7 perIeHnn perIeHnn pelLeHnn peLIeHNI0
HaBLIKOB HaBbIKU. VIMenu | peleHwust CTaHJAPTHBI | CTAHJAPTHHI | HeCTaHJApT | HeCTaH[apTHBI
BCJ/Ie/ICTBHE MecTo rpy0Oble CTaHJApTHBI | X 3a7jau C X 337iau 6e3 | HBIX 337jau | X 3a7au
OTKa3sa OLIMOKH X 3aj1au C HEKOTOpPbIM | oumboK U 6e3




HEKOTOPbIM
obyuaroiierocs ot u ormuboK u
u HeJJ0UeTOB

oTBeTa HeZloueTaMu HeJJ0ueToB
HefloueTaMu

Scale of assessment for interim certification

Grade Assessment criteria

All the competencies (parts of competencies) to be developed within the discipline have
outstanding been developed at a level no lower than "outstanding", the knowledge and skills for the
relevant competencies have been demonstrated at a level higher than the one set out in the
programme.

excellent All the competencies (parts of competencies) to be developed within the discipline have
been developed at a level no lower than "excellent",

pass very good All the competencies (parts of competencies) to be developed within the discipline have
been developed at a level no lower than "very good",

good All the competencies (parts of competencies) to be developed within the discipline have
been developed at a level no lower than "good",

satisfactory All the competencies (parts of competencies) to be developed within the discipline have
been developed at a level no lower than "satisfactory", with at least one competency
developed at the "satisfactory" level.

unsatisfactory At least one competency has been developed at the "unsatisfactory" level.

fail

poor At least one competency has been developed at the "poor” level.

5.3 Model control assignments or other materials required to assess learning outcomes during
the interim certification with the criteria for their assessment:

5.3.1 Model assignments (assessment tool - Control questions) to assess the development of the
competency YK-1

1. Events, statistical stability and probability.

2. Properties of probabilities: summation formula, probability of opposite event, monotonicity of probability.
3. Conditional probability and multiplication theorem. Independent events.

4. Exponential random variable: its probability density, its mathematical expectation and variance.

5. Gaussian random variable: its probability density, its mathematical expectation and variance.

6. Uniform random variable: its probability density, its mathematical expectation and variance.

7. Binomial random variable: its probabilities of values, its mathematical expectation and variance.

8. Poisson random variable: its probabilities of values, its mathematical expectation and variance.



9. Geometric random variable: its probabilities of values, its mathematical expectation and variance.
10. The two-dimensional Gaussian distribution and its properties.
11. Probability distribution of the sum of two independent Gaussian random variables

12. Probability distribution of the sum of two independent Poisson random variables.

14. Law of large numbers and statistical stability

5.3.2 Model assignments (assessment tool - Control questions) to assess the development of the
competency OIIK-5

13. The central limit theorem for independent, identically distributed random variables. Examples using
15. Random sampling. Smoothing of frequencies by the method of moments. Examples
16. Random sampling. Smoothing frequencies by maximum likelihood methods

17. Chi-square criterion of agreement. Examples

Assessment criteria (assessment tool — Control questions)

Grade Assessment criteria

All competences (parts of competences), which the discipline is aimed at forming, are formed at the

ass ,
P level of at least “satisfactory”o»,

fail At least one competence is formed at the level of “unsatisfactory” or “poor”

5.3.3 Model assignments (assessment tool - Tasks) to assess the development of the competency
YK-1

1. There are 10 red and 17 blue pencils in a box. One pencil is picked randomly. The pencil is
red with probablity
1) 1/10; 2) 1/27; 3) 1/2, it’s either red or blue; 1) 10/27

2. Three balls are taken at random, one by one, from a box containing 6 blue balls and 12 green

balls. With what probability the sequence (a green ball, a blue ball, a blue ball) appears?
‘1) ;—é Ee 1 2) g5 = 4, because only one :\yf rl(u ight arrangements of two colors exist;
N+t 49 £-&

g
3. Let Y be a continuous random variable with the probability density function f(u). The
mathematical expectation MY equals

DS e (s 2) / wf () dus 33 fw); 9 / S(w)du
& /. = /.
4. Random variables X, Y have a joint probability distribution given by Table below.
o Fill in the marginal distribution table of X:
o | 1] 2|3 |4]5

* Random variables X and Y’

Table 1
0 1

04 3 2/as s
1|%s s s 2
1) are independent because ¥ 2|2 Yis s Yis
3
4
5

2) are dependent because 3% s Y s

* P(X —Y =3) cquals Vis s Yas %as
5| Y s s as

o Compute cov(X,Y)




5.3.4 Model assignments (assessment tool - Tasks) to assess the development of the competency
OIIK-5

5. During ten days the fuel consumption per 100 km by the John's
Py

7.20, 6.84, 6.97, 6.74, 7.04, 6.57, 7.36, 6.77, 7.08, 6.90 litres.

o Compute the sample mean &

o Compute the sample variance s*

6. 31 objects were studied with resect to two factors, and counts are given in the following
contigency table.

Assessment criteria (assessment tool — Tasks)

Grade Assessment criteria

Bce kommneTeHI[uu (4acTy KOMIIeTeHI[Hi), Ha (POpMUPOBaHKe KOTOPLIX HarpaB/eHa AUCLIMIUINHA,

ass
P cchopMHUpPOBaHBI Ha YPOBHE He HIDKE «YAOBIETBOPUTETHHO,

fail  Xots 6b1 0fHA KOMITeTeHIMsI ChOpMHUPOBaHA Ha YPOBHE «HEY/IOBI€TBOPUTEIBEHO» WK «IIJIOXO0»

6. YueGHO-MeTOfMUeCKOe 1 HH(}OpMaLOHHOe o00ecrieyeHHe JUCHHMILTHHBI (MO/y/1s1)

OcHOBHasi iuTeparypa:

1. 3opuH A. B. Bocemb fieKLii 110 TeOPUM BePOSITHOCTEHM Y MaTeMaTHUeCKON CTaTUCTHKE : yueOHO-
MeTozaurueckoe ocobue / 3opuH A. B. - Hwkuuii Hosropog : HHI'Y um. H. U. JlobaueBckoro, 2014. -
108 c. - PekoMeH/10BaHO MeXUCLIUIJIMHAPHON MeTOANUeCKOM KOMUCCHel (aKynbTeTa MHOCTPAHHBIX
CTYJeHTOB [jisI CTy/IeHTOB OakasaBpuara 1o HaripaBieHuto 38.03.01 «OkoHOMUKay. - bubauorp.:
JIOCTYTIHa B KapTouKe KHUTH, Ha caiite DBC JlaHb. - Kuura u3 komnekiuu HHI'Y um. H. 1.
JlobaueBckoro - Maremaruka., https://e-lib.unn.ru/MegaPro/UserEntry?
Action=FindDocs&ids=730234&idb=0.

[ononHuTebHas TUTEpaTypa:

1. Chung, Kai Lai. Elementary probability theory : with stochastic processes and an introduction to
mathematical finance. - 4th ed. - New York [etc.] : Springer, 2003. - XIII, 402 p. : with 57 fig. -
(Undergraduate texts in mathematics (UTM) / ed. by S. Axler, F. W. Gehring, K. A. Ribet). - ISBN 0-
387-95578-X : 5865,00., 1 5K3.

[TporpammHoe obecrieueHrie 1 VIHTepHeT-peCcypChl (B COOTBETCTBHUU C COJlePyKaHUEM IMCIATUIAHBI):

1. MS Windows 7 (nuuen3ust Ha 'OY BITO HHI'Y um. H.W. Jlob6aueBckoro, uaeHTudUKaTop 47276400),
2. Microsoft Office 2007 ITpodeccronanbHeli + (yunieH3us Ha 'OY BITO HHI'Y
um. H.U. JlobaueBckoro, uaeHtudukarop 47729513),



3. Kaspersky Endpoint Security 10 for Windows (nutjensus Ha 'OY BITO HHI'Y
M. H.J. JlobaueBckoro, Ne1096-160712-081443-850-73)

7. MaTepHa/ibHO-TeXHHYeCKoe ofecreyeHUe JUCLUIIMHBI (MOY /1)

YueOHble ayUTOPUM [i/isI TIPOBeJIeHHs yueOHBbIX 3aHSITHM, TpeJyCMOTPeHHBbIX 00pa3oBaTe/bHOM
MPOrpPaMMOM, OCHAIleHbl MYJIbTUMeAUWHBIM 000pyJ0BaHHeM (TIPOEKTOpP, 3KpaH), TeXHUYeCKUMHU
cpezicTBaMH 00yueHUsl, KOMIIbIOTePaMH, Crel{ia/M3MpOBaHHbIM 000pY0BaHEeM: ITPOEKTOP, SKPaH

[MTomelijeHust 151 CaMOCTOSITeIbHOM paboThl 00YyYarOLMXCsl OCHAIL|eHbl KOMITbIOTEPHON TeXHUKOW C
BO3MO)KHOCTBIO TIOJK/IIOUeHUs1 K ceTd "VHTepHer" u obecrieyeHbl [OCTYTIOM B 3/IEKTPOHHYIO
MH(pOpMalMOHHO-00pa3oBaTe/IbHYI0 Cpejy.

ITporpaMma cocTtaBfieHa B cooTBeTcTBHM ¢ TpeboBanusimu OC HHI'Y 1o HampaB/ieHHIO
noarotoBky/cnenuanbHocTy 38.03.01 - Economics.

ArTopbl: 3opuH AHzpel BaaauMupoBu, 10KTOp (HH3UKO-MaTeMaTUUeCKUX HayK, ZOLIeHT.
3aBepaytoiuii Kadeapoii: 'opobyHoBa Mapust JIaBpoBHa, JOKTOP SKOHOMHUUECKUX HayK.

[Tporpamma oo6peHa Ha 3ace/jaHUM MeTOANUYecKor Komuccuu ot 12.11.24, mpoTtokos Ne 5.
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